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Unsupervised Automated Essay Scoring

• Automated Essay Scoring (AES) aims to score writing quality of essays without
human intervention.

• SOTA AES models are trained in a supervised way with large labeled corpora,
comprising essays and their groundtruth quality scores.

• Collecting labeled essays is time-consuming and labor-intensive.

• Unsupervised AES does not require groundtruth scores for training, and has
potential in scientific research and practical applications.
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Motivation

• Chen et al. use number of unique term as initial score, and iteratively propagate
scores to other essays in the same cluster. L

• Zhang and Litman use word count as weak supervision to train AES model. L

• A single quality signal cannot comprehensively describe the quality of essay.

• More quality signals bring stronger and more robust supervision. J

* [Chen et al., 2010] Yen-Yu Chen, Chien-Liang Liu, Tao-Hsing Chang, and Chia-Hoang Lee. 2010. An unsupervised automated essay scoring system.
IEEE Computer Architecture Letters, 25(05):61–67.
* [Zhang and Litman, 2021] Haoran Zhang and Diane Litman. 2021. Essay quality signals as weak supervision for source-based essay scoring. In
Proceedings of the 16th Workshop on Innovative Use of NLP for Building Educational Applications, pages 85–96.

3



Our Method

A novel framework for Unsupervised AES by Learning from Rank Aggregation 
(ULRA) 

Core idea is to introduce multiple heuristic quality signals as pseudo-groundtruth,
and then train a neural AES model by learning from the aggregation of them.
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Our Method / HER
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Our Method / DPRA
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Our Method / Scoring Strategy
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Experiments
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Experiments
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Conclusion

• We aim to perform essay scoring under the unsupervised setting.

• We propose ULRA to train a neural AES model by aggregating the partial-order
knowledge contained in multiple heuristic quality signals.

• To address the conflicts among different signals and get a unified supervision, we
design a deep pairwise rank aggregation loss for model training.

• Experimental results demonstrate the effectiveness of ULRA for unsupervised
essay scoring.
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