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1. Introduction

• Automated Essay Scoring (AES) aims to score writing
quality of essays without human intervention.

• SOTA AES models are trained in a supervised way with
large labeled corpora.

• Collecting a large volume of labeled essays is both time-
consuming and labor-intensive.

• Unsupervised AES does not require groundtruth scores for
training, and has potential in scientific research and
practical applications.

2. Motivation

• Two  existing unsupervised AES methods select one
heuristic quality signal to train the models, but both of
which achieve poor performance.

• A single heuristic quality signal can not fully describe the
quality of essay.

• More heuristic quality signals should be introduced to bring
stronger and more robust supervision.

4. Experiments

Core idea is to introduce multiple heuristic quality signals as pseudo-groundtruth, and then train a neural AES model
by learning from the aggregation of them.

uHeuristic Essay Ranking (HER)
generates partial-order pairs through ranking
essays according to heuristic quality signals.

u Deep Pairwise Rank Aggregation (DPRA)
trains a neural AES model by aggregating
the partial-order pairs derived from multiple
quality signals into a unified supervision.

u Scoring Strategy
transforms the predicted scores given by the
neural AES model into the range of the pre-
defined score set.

Transductive Setting

Inductive Setting
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Code is available in 
https://github.com/tenvence/ulra.

More Unlabeled Essays. More Training Pairs. Weak Signals.

Effect of More Signals.
The results are reported by training with the N best or
worst signals from the signal set.

Effect of Confidence Weights. 
Spearman’s correlation coefficient between the learned
confidence weights and corresponding QWKs, which are
calculated between groundtruth scores and the employed
20 signals under each prompt.

Effect of Different Scoring Strategies.
G, N, T, and U denote the scoring strategies based on the
groundtruth, normal, triangle, and uniform distributions,
respectively. O denotes our scoring strategy.

Groundtruth as Signal.
Comparison the performance of applying ground-truth
score as the quality signal (G) with that of applying 20
heuristic quality signals (O) under all 8 prompts of the
ASAP dataset. T and I denote under the transductive and
inductive settings, respectively.


